What is
Machine Learning?
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Since an early flush of optimism in the 1950s. smaller subsets of artificial intelligence - first machine learning, then
f | J J
geep learning, a subset of machine learning - have created ever larger disruplions,

https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/



What is Machine Learning?

| HHi”

' “How are you”

You said “Hello”

1 “Good bye”

You write the program A large amount of
for learning. audio data




What is Machine Learning?

This is ”cat”\) '

You write the program
for |earning_ A Iarge amount of

images




Machine Learning
=~ Looking for a Function

* Speech Recognition
f( | =4 )= “How are you"

* Image Recognition

-I: ( ): llCatH
* Playing Go
f ( ): 2" (next move)
* Dialogue System
f ( “Hi” ): “Hello”

(what the user said)  (system response)



Image Recognition:

Framework I )= “cat”
-
function f,f, -




Image Recognition:

Framework

Goodness of
function f

Y

Training
Data




Image Recognition:

Framework teat”
fl, ,I:2 L ucatn
Goodness Of1 Pick the “Best” Functionl using f°
ginctionf J
Training
Data

‘monkey” “cat




Machine Learning is so simple ......

Step 2: Step 3: pick
goodness of . the best
function function
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Learning Map



Learning Map scenario task

method
Learning Theory
Semi-supervised Transfer
Regression Learning Learning
l Unsupervised Reinforcement
Learning Learning
Structured
— .
Learning

Non-linear Model

Classification

Supervised Learning



Learning Map

The output of the target
function f is “scalar”.

s £ 4 PM2.5
TEHI TR EEPM2.5 HA K |4F-PM2.5
PM2.5 (scalar)

Training Data:

Regression

Input: Output:
9/01 4 PM2.5=63 9/02 4 PM2.5=65 9/03 -4 PM2.5 = 100
Input: Output:

9/12 -4+ PM2.5=30 9/13 4 PM2.5=25 9/14 -4 PM2.5=20



Learning Map




Classification

* Binary Classification e Multi-class Classification

Yes or No Class 1, Class 2, ... Class N

1 1

Input Input



Binary Classification

ALy
M » Function »Yes/No

g

Training
Data

Spam
filtering

No

(http://spam-filter-review.toptenreviews.com/)



Multi-class Classification

Document
Classification

http://top-breaking-news.com/




Learning Map

Linear
Model

Deep
Learning




Classification - Deep Learning

* Image Recognition Training Data

Hierarchical Structure  “monkey”

B\

lldog”

Each possible
object is a class




Classification - Deep Learning

i Next move
* Playi : "
aying GO i Each position
= is a class
(19 x 19 classes)

Training Data  HEROE vs. (1F
=  B5H — R — BiTC5




Classification - Deep Learning

Next move

Each position

is a class
(19 x 19 classes)

* Playing GO

Training Data L vs. (HER
A M52 H — H: Kt — HE:FH 5

e Input: Output:
o , I

‘ ‘:‘ B57 1 KIT
Aun’

/, Input: B Output:
e M5~ [ R — g
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Learning Map

Linear
Model

Deep
Learning

Hard to collect a large
amount of labelled data

SVM, decision
tree, K-NN ...

Training Data:

Input/output
pair of target
function

Function
output = label



Semi-supervised Learning

For example, recognizing cats and dogs

Labelled
data

Unlabeled
data

(Images of cats and dogs)



Learning Map

Linear
Model

Deep
Learning

SVM, decision
tree, K-NN ...




Transfer Learning

For example, recognizing cats and dogs

Labelled
data

Data not related to the task considered
(can be either labeled or unlabeled)



Learning Map

Linear
Model

Deep
Learning

SVM, decision
tree, K-NN ...




Unsupervised Learning

* Machine Reading: Machine learns the meaning of words from
reading a lot of documents

http://top-breaking-news.com/



Unsupervised Learning

* Machine Reading: Machine learns the meaning of words from
reading a lot of documents

Apple Training data is a lot of text

—

https://garavato.files.wordpress.com/
2011/11/stacksdocuments.jpg?w=490



Unsupervised Learmng

Draw somethlngI

http://ttic.uchicago.edu/~
klivescu/MLSLP2016/
(slides of lan Goodfellow)




Unsupervised Learning

* Machine Drawing

Training data is a lot of images




Learning Map

Linear
Model

Deep
Learning

SVM, decision
tree, K-NN ...




Structured Learning
- Beyond Classification
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Speech Recognition

Ak oS EEL A ‘ ‘ “Machine Learning”

Machine Translation

HEH

N2




Learning Map

Linear
Model

Deep
Learning

SVM, decision
tree, K-NN ...




Reinforcement Learning

nature

THERTINRAT A LT RN W o THE INTERNATIONAL WEEKLY JOURNAL OF SCIENCE

At last — a computer program that
can beat a champion Go player PAGE484
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Supervised v.s. Reinforcement

* Supervised Sﬁ “Hello” ] Say “Hi”

8 “Bye bye”] Say “Good bye”

Learning from
teacher

Hello ©
Learning from

critics




Supervised v.s. Reinforcement

* Supervised:

Next move: Next move:
115_5” ll3_3”
* Reinforcement Learning
First move » ...... many moves ...... » Win!

Alpha Go is supervised learning + reinforcement learning.




Learning Map scenario task

method
Learning Theory
Semi-supervised Transfer
Regression Learning Learning
l Unsupervised Reinforcement
Learning Learning
Structured
— .
Learning

Non-linear Model

Classification

Supervised Learning
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Why we need to learn
Machine Learning?
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BANDICUT

Easy Video Cutter & Joiner

www.Da

https://www.youtube.com/watch?v=uU0ZZb8e]) k
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Step 2: Step 3: pick
goodness of » the best
function function
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model, loss function

 “N[d] model, loss function & fi#
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BANDICUT

Easy Video Cutter & Joiner
ww jandisort.com

https://www.youtube.com/watch?v=4G_aoKiCDc4



Step 2: Step 3: pick

Al %} ”\%Eﬂi goodness of » the best

function function
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BANDICUT

Easy Video Cutter & Joiner

https://www.youtube.com/watch?v=NyCNkq4ByzY



http://www.gvm.com.tw/webonly content_10
787.html
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